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1
Introduction
This document is a companion document to Vodafone’s RP-171250 and is related to the incoming LS in SP-170350 (“EPC QoS aspects for TSG RAN’s lower latency features”).

2
Lower Latency Services 

Vodafone observe that lower latency is one of the key features that are being delivered in 3GPP Release 15 – both on LTE and New Radio.

Some types of services that are enabled or improved by lower latency include:

a) faster Mobile BroadBand  e.g. as currently characterised by TS 23.203 QCIs 6/8/9 – see annex.

b) Virtual Reality / Augmented Reality. This is probably characterised by some “guaranteed low latency”; higher (compared to QCI 6/8/9) permitted packet loss ratio; and high per bearer/per flow guaranteed bandwidth. No existing QCI seems to cover this.

c) Ultra low latency uses cases as described in TS 22.261 for URLLC. Again no existing QCIs seem to cover all these use cases.

Vodafone also note that non-geographic SIMs and hence roaming may be prevalent for non-human related devices. When coupled (even for non-roaming devices) with multi-vendor RAN rollout and development cost issues, reliance on “operator specific QCIs” seems completely inappropriate.
3
Low Latency work in TSG RAN
Vodafone observe that TSG RAN is working on useful features on lowering the latency of 3GPP’s leading edge radio technologies. 

This includes E-UTRA WIDs RP-161922 “Revised Work Item on shortened TTI and processing time for LTE”,  RP-170796 “New Work item on Ultra Reliable Low Latency Communication for LTE”, and the New Radio WID in RP-170847 (the NR requirements are documented in TS 22.261 and TR 38.913). 

Given that RAN WGs have had significant discussions on the complexity involved with shortening the TTI and HARQ loops, and these encompass both the UE and the infrastructure, Vodafone expect that product development will incur significant R&D investments. 
In order to recoup these investments, and deliver new/enhanced services to customers as soon as possible, Vodafone believe that it is necessary to ensure that any related core network capabilities are delivered in a synchronised manner.

4
Coverage and Core Networks (EPC or 5GCN)

Coverage aspects indicate that it is likely that a low frequency band will be an essential component of a ubiquitous low latency service. This implies that LTE cells (e.g. on a sub 1GHz coverage band) will need to be involved in delivering low latency services. These LTE cells must either be using the EPC (e.g. as standalone cells or as part of “option 3” dual connectivity), or be connected to the 5G Core Network.

Utilisation of the 5GCN with LTE cells requires:

- the delivery and deployment of 5GCN; AND
- upgrades to LTE cells to support 5GCN; AND
- upgrades to LTE UEs to support 5GCN. 
Vodafone observe that the standardisation of the necessary LTE upgrades for connection to the 5GCN may take considerable time and divert RAN (and SA/CT) resources away from New Radio development. Some examples of the extra work needed can be found in LSs from RAN 2 in R2-1706153 and R2-176129.

Vodafone believe that relying on the availability of  ALL OF the 5GCN, 5GCN capable E-UTRAN, and 5GCN capable UEs is a high risk strategy for operators interested in NR, and, is an inappropriate approach for E-UTRAN only (non NR) operators interested in rapid availability of lower latency features.
Hence Vodafone believe that it is essential for the 3GPP Ecosystem (customers, operators, device vendors, and infrastructure vendors) that the low latency RAN features can be utilised/controlled from the EPC (as well as from the 5GCN).

Proposal 1:  the low latency RAN features should be able to be utilised/controlled from the EPC.
5
Core Network capabilities to enable utilisation of TSG RAN’s Low Latency work

As the short TTI will bring additional radio interface overhead it is important to allow the RAN to maximise site spectrum efficiency by informing the RAN as to which UEs and EPS-bearers/5G-flows should (and should not) be prioritised for usage of the short TTIs.

Similarly, to enable control of the extra processing load required by both short TTI and shortened HARQ loops, we have identified that it would be useful for the RAN to know which EPS bearers / 5G flows should (and should not) be prioritised for usage of the short TTIs/HARQ loops.

Another aspect is that, to deliver consistent low latency services the UE needs to be able to use the service near the cell edge. This is likely to impose uplink packet size limits for that EPS bearer/5G-Flow in the UE. 

Control of these types of functionality is normally done using the EPC’s QoS mechanisms, i.e. via standardised QCIs.
Proposal 2: Agree to standardise one or a few EPC QCIs for low latency operation in Release 15.
Low latency services require the SGi reference point (“internet/intranet” access) to have a relatively low “speed of light delay” between it and the radio interface. As the device moves, this can require the SGi to also be moved. TR 38.913 clause 7.7 requires interuption free mobility. Hence EPC based support for low latency also requires improvement upon the EPS’s “break then make” mobility (“EPS bearer context deactivation procedure with ESM cause #39 "reactivation requested” (TS 23.401 and TS 24.301)), e.g. by specifiation of  the “make before break” Data Network connectivity to the same APN.
Proposal 3: SA2 (and CT Working Groups) to strive to complete the standardisation of the “make before break” PDN connection continuity in Release 15.
Annex: Existing QCIs from 3GPP TS 23.203

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget

(NOTE 13)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3), NOTE 14
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming, V2X messages

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9, NOTE 12)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3, NOTE 12)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	75
(NOTE 14)
	
	2.5
	50 ms
(NOTE 1)
	10-2
	V2X messages

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9, NOTE 12)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4, NOTE 12)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
(NOTE 14)
	
	6.5
	50 ms
(NOTE 1, NOTE 10)
	10-2
	V2X messages

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 12:
This QCI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this QCI value.

NOTE 13:
Packet delay budget is not applicable on NB-IoT or when Enhanced Coverage is used for WB-E-UTRAN (see TS 36.300 [19]).

NOTE 14:
This QCI could be used for transmission of V2X messages as defined in TS 23.285 [48].
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